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Abstract A new vortex-scale initialization scheme is presented for idealized coupled hurricane simula-
tions. The atmospheric scheme involves construction of azimuthally averaged kinematic and thermody-
namic initial fields based on historical composite data sets from hurricane reconnaissance aircraft. For
ocean initialization, a statistical scheme is proposed to construct regression models among atmospheric
and ocean fields in the hurricane inner core. For the numerical model, the Hurricane Weather Research and
Forecasting (HWRF) model coupled with a one-dimensional, diffusive ocean model is used with modifica-
tions to initialize with the observation-based vortex and to ensure that the storm environment remains
approximately steady. The primary goal in these simulations is to obtain steady state hurricanes of
category-1 intensity with characteristics typically observed during the hurricane season of the western
Atlantic and Caribbean Sea regions. It is demonstrated that this is successfully achieved in the simulations.
In an azimuthally averaged sense, regression models are found to capture about 70% of total variance for
sea-surface temperature cooling and up to 55% of total variance for mixed-layer depth perturbation in the
hurricane inner core. Furthermore, within the inner core of a hurricane vortex, it is found that storm speed
contributes most to upper ocean perturbations, whereas characteristics of the atmospheric vortex contrib-
ute very little. The importance of storm speed in controlling upper ocean perturbations is strongest near
the storm center, diminishing gradually toward no measurable impact beyond the immediate inner core.

1. Introduction

Hurricanes are complex atmospheric phenomena that manifest fluid motions on a range of spatial scales
from microscale turbulence to synoptic-scale environmental flow (Rogers et al., 2013a). This complexity is
rendered even more pronounced because the processes that control the development, maintenance, and
intensification of hurricanes critically depend on the exchange of energy through the ocean-atmosphere inter-
face (e.g., Bryan, 2012; Bryan & Rotunno, 2009a; Cione et al., 2013; Emanuel, 1995). As a result, investigation of
the structure and behavior of hurricanes through both observational and numerical studies has been very chal-
lenging, often accomplished by focusing on particular scales of atmospheric motion or particular characteristics
of hurricane structure (e.g., Bryan & Rotunno, 2009b; Nolan et al., 2009; Zhang, 2010; Zhang & Drennan, 2012).

Idealized simulations are one such class of hurricane numerical studies that entail many simplifications to
the prescription of the storm environment as well as dynamical processes that control hurricane formation
and propagation. Such simplifications enable investigators to simulate ‘‘cleanly’’ the impacts of only a lim-
ited number of controllable factors on storm structure and behavior. This simplification is in contrast to real-
data cases where the evolution of a storm is influenced simultaneously by many factors that are difficult to
quantify and constantly changing, cumulatively and nonlinearly contributing to the complexity of isolating
the effects of a particular feature that is to be studied. A common type of simplification encountered in ide-
alized simulations is in the form of horizontally uniform atmospheric environments, into which simulated
storms are embedded, often ignoring or simplifying the representation of vertical wind shear (shear for
brevity hereafter) that impacts most observed hurricanes (e.g., Frank & Ritchie, 1999, 2001; Nguyen et al.,
2008, Rappin & Nolan, 2012; D.-L. Zhang et al., 2015; Zhang & Tao, 2013). Another common practice in ideal-
ized simulations is to initialize vortices that are analytic solutions of kinematic and mass fields based on vari-
ous assumptions of balance and to subsequently allow the vortex to evolve and reach equilibrium with the
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atmospheric environment in which it is embedded. Some examples for such analytic descriptions of initial
vortices can be found in Wang (1995), Nolan and Montgomery (2000), Nolan et al. (2007), Bao et al. (2012),
and Zhang and Tao (2013).

When the simplifications involved are sufficiently severe, it has been argued in the literature that hurricanes
simulated in idealized studies cannot be verified against observations (e.g., D.-L. Zhang et al., 2015). This is a
reasonable corollary considering that no idealized simulation is initialized with an actual observed vortex
structure or embedded in an actual observed storm environment: the nonlinear storm evolution that
ensues cannot be expected to resemble any actual storm that has been observed. We argue here that ideal-
ized studies are nevertheless useful because numerical models in general are capable of representing truth-
fully the kinematic and thermodynamic processes within hurricanes, therefore rendering realistic model
climatologies. We further note that our approach here should not be compared to realistic hurricane simula-
tions with the specific purpose of matching observations as much as possible, such as the nature run in
Nolan et al. (2013).

Subject to the above-discussed simplifications in general, it is acknowledged upfront that such verification
cannot be carried out against any single observed hurricane. Yet because the model climatology of hurri-
canes is expected to be accurate relative to observations, verification in a climatological sense must never-
theless be possible. The approach taken here is, then, to initialize the simulation with an observed vortex
structure that is climatologically derived and to embed it in a storm environment that is consistent with the
climatology of this initial vortex. By further limiting the observations to the climatology of steady state hurri-
canes, it is expected that, at least in the short range, the state of the simulated hurricane vortex remains
generally balanced (i.e., not undergoing rapid changes) so that it can be verified against the very observa-
tions that constituted its initial climatological vortex structure and environment. The steady state require-
ment here is to allow for the application of a static storm environment, a necessary numerical simplification.
Although this reduces the degree of complexity achieved in the idealized simulations, realism is not com-
promised because steady state hurricanes are commonly observed in the nature.

In the present study, the goal is to formulate an initialization scheme for an idealized hurricane model that
can provide a realistic vortex structure. For the numerical model, the Hurricane Weather Research and Fore-
casting (HWRF) model (Bao et al., 2012; Gopalakrishnan et al., 2011, 2013) coupled with a one-dimensional
diffusive ocean model (Halliwell et al., 2015) is used with modifications to initialize with the observation-
based vortex and to ensure that the storm environment remains steady. To maintain a steady state hurri-
cane during simulations, storm environments climatologically consistent with the observed storm character-
istics are applied.

As was demonstrated observationally by Cione and Uhlhorn (2003), sea-surface temperature (SST) cooling
in the hurricane inner core is critically linked to intensity change. Here it should be noted that there is no
clear-cut definition of the hurricane ‘‘inner core’’ in the literature. Some studies define it by absolute radial
distance (e.g., 60 km in Cione & Uhlhorn, 2003 and 200 km in Rogers et al., 2015), while some studies define
it relative to the radius of maximum wind (RMW; e.g., 2 RMW in Uhlhorn et al., 2014). In the present study,
the convention of Uhlhorn et al. (2014) is followed; i.e., the hurricane inner core is defined as the region
within a distance of 2 RMW. To realistically mimic the interactions of the model lower boundary with the
underlying ocean through the simulation of SST cooling in the hurricane inner core and its wake, HWRF is
coupled with a one-dimensional, diffusive ocean model as in Halliwell et al. (2015). A statistical initialization
scheme is then developed that utilizes the correlations among atmospheric and ocean fields to obtain a
vortex-scale ocean structure within the initial hurricane inner core.

A primary underlying target with these idealized simulations is to obtain steady state hurricanes of Saffir-
Simpson category-1 intensity. The definition of steady state to be followed is that of Rogers et al. (2013b): a
hurricane is assumed to be in steady state if the corresponding intensification rate is between 210 and 10
kt (24 h)21 (1 kt 5 0.5144 m s21), where intensity is taken from the National Hurricane Center Best Track
database and is a subjectively smoothed estimate of the maximum 1 min average wind associated with the
tropical cyclone at an elevation of 10 m with an unobstructed exposure at 5 kt precision and 6 h availability
(Landsea & Franklin, 2013).

It should be further noted that the definition of a steady state hurricane here is considerably different than
the concept of ‘‘statistical equilibrium’’ discussed by Hakim (2011), who introduced model modifications to
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simulate storms that are in equilibrium for nearly 500 days. Conversely, Smith et al. (2014) question whether
a ‘‘globally steady’’ tropical cyclone can be expected to exist theoretically, on the grounds of the necessity
to maintain budgets of angular momentum, heat, and moisture for durations of weeks to months. They
argue that, in the absence of steady sources to maintain such budgets, tropical cyclones must be ‘‘globally
transient.’’ The concept of steady state in the present study has followed suit and the notion that, observa-
tionally, hurricanes are transient dynamical phenomena, thus focusing on much shorter time scales when a
hurricane can actually be observed in a steady state. Our simulations indicated that this was indeed the
case within a period of �2 days.

The manuscript is structured as follows: in section 2, the climatological atmospheric and oceanic storm envi-
ronments are presented first, followed by the description of the idealized HWRF model and ocean coupling.
Section 3 focuses on the methodology used to obtain the observation-based initial vortex structure. In sec-
tion 4, a brief overview of the intensity and intensification rate in simulations is provided to investigate
whether steady state hurricanes are successfully simulated. Section 5 describes the statistical approach to
obtaining the initial vortex structure of the ocean. To conclude, a summary of results is presented in section
6 with a discussion of relevance, limitations, and future directions.

2. Model Description

The overall modeling methodology is described schematically in Figure 1 and detailed below. A complete
end-to-end system is designed with the goal of ensuring that the prescribed atmospheric and ocean envi-
ronments are consistent with the observation-based initial vortex (i.e., all historical observations of vortex
structure and storm environment are chosen to represent category-1, steady state hurricanes observed in

the western tropical Atlantic basin under moderate shear). To obtain
a simulation that is minimally impacted by the lateral boundaries for
as long as possible, it is carried out on the f-plane to eliminate beta
drift (Smith, 1993) and the environmental wind profile is adjusted to
yield zero mean mass transport so that the simulated storm remains
near the domain center. For a realistic interaction with the ocean,
the atmospheric model is interfaced with a one-dimensional ocean
model that provides cooling in the hurricane core. The details of the
modeling framework are explained below.

2.1. Atmospheric Model: Idealized HWRF
The idealized version of HWRF is described in detail in Gopalak-
rishnan et al. (2011, 2013). However, several differences exist
between the versions used in these studies and the present one.
These differences are noted in Table 1, along with the specifics
about the model. Briefly, three nested computational domains are
used at the grid spacing of 27, 9, and 3 km, respectively, with the
inner two nests centered on and following the simulated storm cen-
ter during integration. The innermost nest size is 108 3 108 horizon-
tally to ensure proper transition of the observation-based vortex to
the environment. Vertically, a hybrid pressure coordinate system is
used with a total of 42 vertical levels and a model top of 50 hPa. The
planetary boundary layer (PBL; defined here as the layer between
the surface and 850 hPa) is well resolved with 11 vertical levels
below 850 hPa. The simulations are carried out in an ocean-only
domain on an f-plane centered at 218N latitude.

Because the vortex initialization method is a significant difference
between the present and previous versions of idealized HWRF, it is
important to also note the vortex-specific parameters that define its
structure. Table 2 compares the details of the two versions. The most
significant difference is that, here an observation-based vortex of
category-1 hurricane intensity is used with a moderate radius of
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Figure 1. Schematic of the idealized hurricane model initialization and
integration.
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maximum wind (RMW) while the Bao et al. (2012) vortex is initialized as a tropical depression with much
larger RMW. The simulation of the latter vortex is expected to take one day or longer to spin up and reach a
similar strength of the observation-based vortex, ostensibly undergoing a nonlinear evolution in the pro-
cess, which is nontrivial in terms of both the temporal extent of the simulation and the detailed three-
dimensional structure obtained. An initial vortex that already represents some of the main features of
observed steady state, category-1 hurricanes is therefore preferable, as it is expected to reduce the magni-
tude of changes while the model solution converges to steady state. The severity of such changes would,
nevertheless, still depend on the realism of the initial vortex in the first place.

2.2. Ocean Coupling: One-Dimensional Ocean Model
The details of the one-dimensional ocean model can be found in Halliwell
et al. (2015). Briefly, the momentum equations represent inertial effects
horizontally and turbulent diffusion vertically, whereas temperature and
salinity are only varied through vertical diffusion. Surface boundary condi-
tions for momentum flux are provided directly by the atmospheric
model, where 10 m wind speed, atmospheric temperature, and atmo-
spheric humidity are used to quantify the latent and sensible compo-
nents of the enthalpy flux through bulk formulas. For mass flux, the
atmospheric model provides the precipitation information while evapora-
tion is calculated using a bulk formula. In return, the ocean model pro-
vides the SST as the lower boundary condition to the atmospheric model.

It should be noted that, although the one-dimensional ocean model
does not reproduce important three-dimensional processes such as

Table 1
Idealized HWRF Specifics Used in Gopalakrishnan et al. (2013; Left Column) and Those Used in the Present Study (Right
Column)

Characteristic Gopalakrishnan et al. (2013) Present study

HWRF version 3.2 3.2
Number of computational domains 3 3
Computational domain size

(grid spacing)
508 3 508; 158 3 158; 58 3 58

(27 km; 9 km; 3 km)
508 3 508; 158 3 158; 108 3 108

(27 km; 9 km; 3 km)
Vertical levels 42 hybrid 42 hybrid
Dynamical core Nonhydrostatic Mesoscale Model (NMM) NMM
Physics scheme Ferriera Ferrier
Cumulus scheme Simplified Arakawa-Schubert (SASb,c;

only outer 2 nests)
SAS (outer 2 nests)

Surface-layer scheme Roughness length functiond Roughness length function
Radiation scheme Geophysical Fluid Dynamics Laboratory

(GFDL)e version
GFDL

Ocean coupling (ocean model) No (n/a) Yes (1-d diffusive)f

Initial storm environment (vertical
wind shear)

Based on Jordan (1958) (No) Based on Dunion (2011) (8 m s–1

zonal with thermal wind balancing)
Lateral boundary conditions Prescribed from GFS Prescribed consistently with storm

environment with zero boundary
tendencies

Observation-based initial vortex
(atmosphere)

No Yes

Vortex-scale ocean initialization No Yes

Note. Differences are highlighted in bold.
aFerrier et al. (2002).
bPan and Wu (1995).
cHong and Pan (1998).
dHaus et al. (2010).
eBender et al. (2007).
fHalliwell et al. (2015).

Table 2
Initial Vortex Parameters Provided in Bao et al. (2012; Left Column) and Those
Used in the Present Study (Right Column)

Bao et al. (2012) Present study

Effective translation speed (m s21) 4.0 5.0
Translation direction (8 relative to North) 290 290
Moving medium Atmosphere Ocean
Center latitude (8N) 15.0 21.0
Maximum 10 m wind speed (m s21) 20.0 43.7
Radius of maximum wind (km) 90.0 45.0

Note. The row labeled ‘‘moving medium’’ refers to the particular medium
(i.e., ocean or atmosphere) that provides the ocean-relative motion of the
storm.
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upwelling, Halliwell et al. (2015) demonstrate that it does produce a cold wake near the inner core of the
hurricane that is sufficiently realistic to characterize model sensitivity to ocean cooling and identify key pro-
cesses that control this sensitivity.

2.3. Climatological Storm Environment
2.3.1. Atmospheric Environment
The mean atmospheric environment of the simulated storm is obtained from the Dunion (2011) moist tropi-
cal sounding, which directly provides the first-guess profiles of temperature and relative humidity. Mean-
while, an idealized wind profile is constructed as follows (the final pressure and temperature profiles are
also adjusted to achieve thermal wind balance):

1. Winds are only allowed to vary in the zonal direction and the meridional wind speed is set to zero at all
vertical levels.

2. The zonal wind speed profile contains a constant negative (easterly) value in the PBL to mimic the gener-
ally easterly low-level flow in the Dunion (2011) wind sounding.

3. Westerly (increasing in zonal direction) shear of 8 m s21 with a linear profile is added between the layers
of 850 and 200 hPa. This shear value is consistent with the Dunion (2011) sounding.

4. The zonal wind speed above 200 hPa is constant.

5. The entire wind profile is shifted (thereby maintaining the relative 850–200 hPa shear magnitude) by adjust-
ing the PBL wind speed so that the resulting mass-weighted average zonal wind speed �u is zero as in

�u5

P
k �uk � �qk � DpkP

k �qk � Dpk
50; (1)

where k is vertical level, q is air density, p is pressure, D stands for layer difference, overbar denotes layer
average, and all local operations involve two adjacent vertical levels. This shifting of the wind profile aims
to arrive to a mean atmospheric storm motion speed that is �0 m s21 during the simulation, so that the
simulated storm generally remains near the center of the model domain. Ocean-relative storm motion is
ultimately obtained by moving the ocean zonally at a specified speed instead, as explained further below.

6. The resulting atmospheric profiles of zonal wind, relative humidity, temperature, and dew-point tempera-
ture along the storm center latitude are shown in Figures 2a and 2b.

7. Due to the presence of zonal wind shear, the environmental mass fields need to be adjusted meridionally
to obtain thermal wind balance. This adjustment is achieved by following the iterative procedure
described in the appendix of Nolan (2011). Briefly, the vertical pressure profile Pctr at the center latitude is
computed through vertical integration of the hydrostatic equation by

pk11
ctr 5pk

ctr � exp 2
g

RTv
Dz

� �
; (2)

where k denotes the vertical index, g is the acceleration of gravity, R is the dry gas constant, z is geopoten-
tial height, and Tv is virtual temperature calculated from temperature (T) and specific humidity (q) using

Tv5T 110:608qð Þ: (3)

The pressure and temperature profiles are then adjusted latitudinally within a range of 6508 from center lati-
tude to obtain geostrophic balance with the zonal wind profile integrating the geostrophic balance equation:

@p
@y

52qfu52
p

RTv
fu; (4)

where y is latitude and the Coriolis parameter f is constant (the f-plane). This procedure is repeated on each
vertical level using a Crank-Nicholson semiimplicit scheme by

pk
j115pk

j

12Dyak
j =2

11Dyak
j =2

 !
; (5)

where j denotes the latitude index and

Journal of Advances in Modeling Earth Systems 10.1002/2017MS000977

AKSOY ET AL. INITIALIZATION FOR HURRICANE SIMULATIONS 2676



ak
j 5

fuk
j

RT k
v;j

: (6)

Tv profile is then recalculated using equation (2) to reestablish hydro-
static balance. Equations (4–6) are repeated iteratively until conver-
gence. For the atmospheric storm environment described here, this
scheme is able to attain a reduction of domain-wide root-mean-
squared difference in Tv and p at a rate of �O(1) (iteration)21 in the
first 10 iteration steps. The final T profile is then computed by invert-
ing equation (3).

Because HWRF, by design, cannot be integrated using open boundary
conditions, a major improvement here upon previous HWRF-based
idealized studies (e.g., Bao et al., 2012; Gopalakrishnan et al., 2013, Hal-
liwell et al., 2015) is that the above-described storm environment pro-
cedure is applied by overwriting the global fields that contribute to
the initial and lateral boundary conditions at all integration times,
thereby maintaining unchanging storm environment in the entire
computational domain along with consistent static lateral boundary
tendencies throughout the simulation. This enables the interior of the
simulation domain to remain consistent with its boundaries for a lon-
ger period of model integration.
2.3.2. Ocean Environment
The mean ocean environment of the simulated storm is obtained
from Halliwell et al. (2015) ‘‘warm ocean’’ specification with an SST of
298C, which is typical for the western Atlantic warm pool region at the
peak of the hurricane season. The tropical cyclone heat potential (e.g.,
Lin et al. 2013) for this ocean profile is 85 kJ cm22 and the mixed-layer
depth (MLD) is 50 m. The corresponding salinity profile peaks at 36.58
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psu at 125 m depth. The resulting ocean profiles of temperature and salinity are shown in Figure 3. This
‘‘warm ocean’’ profile is applied uniformly throughout the numerical domain at the initial time of the
simulation.

3. Vortex-Scale Atmospheric Initialization: An Observation-Based Approach

3.1. Thermodynamic Fields
Objective analyses of pressure, temperature, and humidity are developed from a weighted combination of
historical radius-versus-height observation cross sections (Hawkins & Imbembo, 1976; Hawkins & Rubsam,
1968; LaSeur & Hawkins, 1963) and several thousand Global Positioning System dropwindsonde (dropsonde
hereafter) profiles from multiple aircraft, both low and high altitude.

The historical analyses serve as a low-weight background and are useful where significant dropsonde data
gaps exist, particularly radially within 5 RMW from storm center above 3 km altitude. These analyses are
constructed from in situ aircraft measurements taken at several levels throughout the depth of the tropo-
sphere in Hurricane Cleo in 1958 at 75 kt intensity (LaSeur & Hawkins, 1963), Hurricane Hilda in 1964 at 90
kt intensity (Hawkins & Rubsam, 1968), and Hurricane Inez in 1966 at 120 kt intensity (Hawkins & Imbembo,
1976). In all three of these cases, the inner-core thermodynamic structure was well sampled, and the height
of the upper level warm-core anomaly maximum was identified, which is crucial for establishing a
hurricane-like initial vortex. Each of these background analyses are blended in the far field with the Jordan
(1958) mean hurricane season tropical atmosphere sounding, modified in the troposphere based on the
results of Dunion and Marron (2008), who separated the impact of the Saharan air layer infecting the Jordan
mean profile.

As part of a dropsonde database development effort (Zhang & Uhlhorn, 2012), each dropsonde is associ-
ated with several storm-specific parameters, including intensity, RMW, and environmental deep-layer shear
vector. With the historical analyses serving as a first guess, a Barnes-type successive correction procedure
(Barnes, 1964) is used to interpolate the observations to a regular radius-versus-height grid extending radi-
ally from 0 to 20 RMW, and vertically from the surface to 20 km altitude. Any given analyzed quantity âk on
grid point k is determined by weighting all available observations on grid points i as follows:

âk5

P
i aiwiP

i wi
: (7)

The weights wi are determined by a general Gaussian function of the form:

wi5exp 2
X

j

d2
ij

S2
j

 !
: (8)

Here d2
ij is the squared distance from the grid point k to the ith observation for the jth parameter, scaled by

S2
j . The parameters are radial distance, height, intensity, and shear magnitude, with appropriate scales cho-

sen for each. This enables the construction of an analysis for a specified intensity and shear, since drop-
sonde profiles obtained in storms closer to the chosen intensity and shear are given higher weight. The
spatial coverage of the dropsonde data points that are used in the analyses is shown in Figure 4.

3.2. Wind Fields
Observation-based analyses of horizontal wind components (radial Vr and tangential Vt) are developed from
the dropsondes and the large database of airborne Doppler-radar-derived three-dimensional wind fields in
hurricanes (e.g., Rogers et al., 2013b). Dropsonde data coverage gaps similar to those in the thermodynamic
quantities exist for the winds, while the radar is useful for measuring winds in the inner core throughout
the depth of the troposphere. However, a conspicuously poorly observed portion of the storm is the out-
flow layer (above �12 km altitude) well outside the inner core; due to a lack of scatterers, the radar does
not typically observe winds in this region, and the dropsonde winds (mainly from the NOAA G-IV aircraft)
are limited to below this crucial layer of the atmosphere. To fill in this data void, the objective analysis first
guess is obtained from a HWRF Ensemble Data Assimilation System (HEDAS) analysis of Hurricane Earl
(2010; Aksoy, 2013; Aksoy et al., 2013) which adequately resolves the complete storm circulation, including
the strong radial outflow near the tropopause.
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Figure 5. Spatial distribution of azimuthally averaged Doppler radar wind fields used in the construction of observation-based initial vortex. (a) Radial wind speed
(Vr; m s21, negative values indicate flow toward storm center). (b) Tangential wind speed (Vh; m s21, positive values indicate cyclonic flow). (c) Radial wind speed
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The objective analysis procedure for horizontal wind components is otherwise identical to that for the ther-
modynamic variables. The spatial coverage of the airborne Doppler radar wind fields (an average over 83
individual analyses) that are input to the objective analysis is shown in Figure 5.

4. The Steady State Nature of the Simulations

Before introducing the new ocean initialization methodology, a brief overview of the intensity evolution in
the control run is provided. It is noted for clarification that the control run, despite being a coupled
atmosphere-ocean simulation, does not include vortex-scale ocean initialization but only the observation-
based atmospheric initialization described in the previous section. Also, the presentation here is not meant
to be a comprehensive analysis of the control simulation but merely demonstrate that it is successful in
achieving the primary goal of reproducing a steady state, category-1 hurricane that can be typically
observed during the hurricane season of the western Atlantic and Caribbean Sea regions. A detailed investi-
gation of the evolution and structure of the control simulation in reference to comparable observed hurri-
canes is deferred to a follow-up publication.

Figure 6 shows maximum 10 m wind speed (intensity hereafter) and minimum sea level pressure (MSLP) as
a function of simulation time in the control simulation. Also shown are the intensity and MSLP time series
from 76 perturbation simulations (see the next section for an explanation of how perturbation simulations
were obtained). Generally speaking, the first 48 h of the simulations involve adjustment from the initial azi-
muthally averaged vortex to the environmental forcing as well as the development of the vortex-scale
ocean structure underneath the simulated hurricane (not shown). It should be noted here that such adjust-

ment is due to not only the shortcomings of the initial vortex structure
but also the imperfections of the numerical model such as numerical
discretization, resolution, and physical parameterizations. It is, how-
ever, difficult and beyond the scope of the present study to quantify
the contributions of these individual error sources. Instead, the focus
is on the combined effect here, and this is interpreted as the ‘‘adjust-
ment period.’’ In this period thus identified, both intensity and MSLP
undergo noticeable fluctuations. After �48 h into the simulations, it is
evident that most simulations settle into a more steady regime where
variations in intensity and MSLP are small in magnitude and occur on
much shorter, O(1 h), time scales. Although the intensity and MSLP
envelope that encapsulates all perturbation simulations is relatively
wide, most simulations are detected to closely follow this quasi steady
state regime in the period of 48–96 h.

To demonstrate further the variability of intensity and intensification
rate, frequency histograms are generated from their 48–96 h averages
using each perturbation simulation as one sample. Here the typical
operational definition of intensification rate is used; i.e., change in
intensity in 24 h. According to Figure 7a, average 48–96 h intensity
varies between 39 and 52 m s21, which corresponds to an intensity
category range of 1–3. A sharp peak in frequency occurs at 46–47
m s21, which includes the control simulation. This category-2 intensity
range is slightly greater than the original category-1 goal of the study,
but within only 4–5 m s21 of it. In terms of average intensification rate
(Figure 7b), most simulations (with the exception of two outliers) vary
between 24 and 12 m s21 (24 h)21, which is well within the steady
state intensity range of 210 to 110 kt (24 h)21 as defined earlier. The
control simulation average intensification rate is 21.5 m s21 (22.9 kt),
qualifying it as successful in terms of the goal of simulating a steady
state hurricane.

Finally, the steady state vortex structure in the control simulation is
briefly summarized in Figures 8 and 9. The evolution of the vortex
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Figure 6. Time series of (a) intensity (m s21) and (b) MSLP (hPa) from the
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steady state period (48–96 h) is indicated with thick dotted lines.
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azimuthally averaged kinematic and thermodynamic structures is
illustrated in Figure 8. Fields at 0 h represent the direct outcome of
the observation-based vortex initialization procedure explained in sec-
tion 3 without any influence of model integration. All fields generally
exhibit characteristics typically observed in category-1 hurricanes. The
strongest azimuthal tangential wind is located within the inflow layer,
regarded as the boundary layer jet in literature (Zhang et al., 2011).
The secondary circulation is represented by the strongest inflow near
the surface and outflow at upper levels (�12 km). Immediately above
the inflow layer, an outflow jet feature is observed which is related to
the supergradient flow according to boundary layer dynamics (Kepert,
2001). Above the boundary layer, a broad but weak (<6 m s21) radial
outflow region exists between the heights of 8 and 16 km. This is one
of the least realistic features of the observed vortex because it is tradi-
tionally one of the most severely subsampled regions in a hurricane
vortex by reconnaissance aircraft (see section 3.2).

In terms of the thermodynamic structure, the peak of the warm-core
intensity is �7 K, analyzed in the observation-based vortex at a height
of �11 km. The peak moisture perturbation is located lower, mostly
within the PBL (0–2 km height). While the warm-core structure is con-
sistent with earlier studies in the literature (e.g., Durden, 2013; Stern &
Nolan, 2012; Zhang & Chen, 2012), to the best knowledge of the
authors, the low-level moisture anomaly is not studied in detail in the
literature before.

The evolution of the vortex from the initial analysis to 72 h (center of
the steady state period, see Figure 7) is depicted in Figures 8b and 8d.
Kinematically, both the primary and secondary circulations appear to
have strengthened at 72 h. This is consistent with the slight intensifi-
cation of the vortex itself from category-1 hurricane intensity to
category-2. Furthermore, a vertically deeper tangential wind speed
structure is obtained along with much stronger and spatially better
defined upper level outflow. As for the thermodynamic structure, the
main difference is in the strengthening and lowering of the warm-
core anomaly to �11 K intensity and �7 km height. A slight strength-

ening of the moisture perturbation is also apparent. While the strengthening of the warm-core can be
attributed to the slight overall intensification of the simulated vortex (e.g., Stern & Nolan, 2012; J. A. Zhang
et al., 2015), the dependence of the warm-core anomaly height on intensity is still in debate (e.g., Durden,
2013; Stern & Nolan, 2012; Zhang & Chen, 2012). The reasons for the warm-core height evolution in the con-
trol simulation are beyond the scope of the present paper and remain to be explored in a future study.
Above all, Figure 8 confirms that the observation-based initial vortex can be used to obtain a near-steady-
state idealized hurricane simulation with realistic characteristics, with the obvious caveat that any depar-
tures in the simulated 72 h vortex state from the initial are due to various sources of model error such as,
but not limited to, imperfections in physics parameterizations of surface and boundary layers, microphysical
processes, and radiative transfer.

The 10 m wind speed (Figure 9a) represents a well defined, mostly symmetric eye and a mean RMW of
�69 km. Furthermore, the eyewall and rainband structures are well represented in the column precipitable
water field (Figure 9b). Generally, larger values north of the center suggest a preferred region of convection
to the left of the shear vector (due east, Figure 9a). As for the upper ocean structure, distinct SST and MLD
perturbations in the wake of the hurricane relative to the storm motion vector (mostly to the northwest, Fig-
ure 9a) are the direct result of the atmosphere-ocean coupling in the simulation. Barring the limitations of
the one-dimensional nature of the ocean model employed, the perturbations of SST (Figure 9c) and MLD
(Figure 9d) appear reasonable and qualitatively compare well to previous studies (e.g., Ginis, 2002; Price,
1981).
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5. Vortex-Scale Ocean Initialization: A Statistical Approach

In the present study, initialization of the ocean within the hurricane vortex is carried out using two different
methods. In the first method, no vortex-scale ocean initialization is performed and the entire ocean struc-
ture is spun up from horizontally uniform profiles of temperature and salinity, as explained in section 2.3.2.
This allows the ocean model to develop the vortex-scale ocean fields gradually, but consistent with the evo-
lution of the atmospheric vortex. We deem the simulation thus obtained the ‘‘control’’ simulation.

Figure 8. Radius-height cross sections of various azimuthally averaged fields at simulation times (left) 0 h and (right) 72 6 1 h (mean). Plotted fields are (top)
tangential wind speed (VT; shaded; m s21) and radial wind speed (VR; contoured; m s21) and (bottom) temperature perturbation (Tpert; shaded; K) and specific
humidity perturbation (Qpert; contoured; g kg21). Radial distance is measured relative to respective storm centers. One kilometer radius of maximum wind
(RMW1km) is indicated with dashed lines. All perturbations are from azimuthal means at a distance of 500 km from respective storm centers.
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An alternative method for initializing the vortex-scale ocean temperature and salinity profiles that accounts
for SST and MLD perturbations is also described. Here positive SST perturbation indicates SST cooling and
positive MLD perturbation indicates mixed-layer deepening. This convention is consistent with the upper
ocean perturbation structures commonly observed in hurricanes (Cione & Uhlhorn, 2003). Since oceanic
observations within or near the hurricane inner core are not as common as their atmospheric counterparts,
the composite observation-based technique described above for the atmospheric vortex initialization could
not be attempted for the ocean. Therefore, a statistical approach is rather taken that attempts to exploit cor-
relations between atmospheric and ocean fields. These correlations are calculated using several idealized

Figure 9. Plan view of storm-relative fields obtained from the steady state phase of the control simulation (averaged within 72 6 1 h of simulation). Storm motion
and shear directions are shown with dashed arrows (bands at the tip of arrows indicate range of values within averaging time window). RMW is shown by the
dashed circle. Plotted fields are (a) 10 m wind speed (m s21), (b) column precipitable water (mm), (c) SST (8C), and (d) ocean mixed-layer depth (m).
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‘‘perturbation’’ simulations with the coupled model of the present study, during periods when simulated
hurricanes remain in quasi steady state.

Table 3 lists the various perturbation simulations; no vortex-scale ocean initialization was employed in any of
these perturbation simulations. ‘‘Perturbation’’ in this context refers to a change in a single model characteris-
tic from its ‘‘control’’ configuration. Typically, storm environment characteristics (vertical wind shear, storm
speed, ambient SST, and various aspects of ambient thermodynamic profiles) or initial vortex characteristics
(RMW and intensity) are varied. For each parameter, eight simulations are carried out using perturbations of
6100%, 50%, 25%, and 12.5% of the ranges indicated in Table 3. With the control, a total of 76 perturbation
simulations are obtained, which include two additional simulations for vertical wind shear (20 and 24 m s21)
and one additional simulation with simultaneous storm speed (0 m s21) and SST (278C) perturbations. How
various model fields respond to these perturbations is not the focus of the present study and will be evalu-
ated in detail in a separate publication in the near future. Nevertheless, a brief overview of the responsiveness
of model simulations to parameter perturbations is provided in the subsequent section.

In each simulation, time series of several scalar vortex metrics are calculated. These metrics are chosen to repre-
sent various kinematic and thermodynamic aspects of the simulated hurricanes, but limited to those that can
be calculated from the azimuthally averaged fields of the initial vortex so that ocean perturbation fields can be
directly correlated to features of the initial observed vortex. Table 4 lists the 30 scalar metrics used in the pre-
sent study. Metrics are grouped into four main categories that best indicate the specific vortex characteristic
they represent. Care is given to achieve a broad representation of kinematic and thermodynamic properties of
an axisymmetric hurricane vortex. Metrics related to cloud and hydrometeor composition are not considered,
as they are not available in the initial observation-based vortex methodology described above.

For the ocean, azimuthally averaged SST and MLD perturbations are calculated at a relative radial spacing of 1
RMW between storm center and 5 RMW. This radial range is generally found to be sufficient to represent the
maximum storm-relative SST and MLD perturbations in the simulations (also see Halliwell et al., 2015).

In the correlation analyses, hourly time series between simulation times of 2.5 and 3.5 days are used; this
corresponds to a period when atmospheric and oceanic spin-up processes are complete and the simulated
hurricanes are generally found to be in quasi steady state. To filter out transient features, moving-average
filtering with a 63 h window is applied to all time series. With 24 time series data points in 76 simulations, a
sample size of 1,824 is achieved for correlation calculations. Please see the supporting information (Support-
ing Information S1 and Data set S1) for data used in correlation and regression analysis calculations.

5.1. Model Response to Parameter Perturbations
A brief overview of model sensitivity to perturbed parameters is presented first to demonstrate the robust-
ness of the perturbation methodology employed to obtain atmosphere-ocean correlation relationships. To

Table 3
Perturbations in the Configuration of the Idealized Model to Obtain the Various Simulations Used to Calculate Correlations
Between Ocean and Atmospheric Fields for Vortex-Scale Ocean Initialization

Control Perturbation rangea

Zonal vertical wind shearb (m s21) 8 8
Westward storm speedc (m s21) 5 5
Ambient SSTc (8C) 29 2
Ambient PBL (1,000–850 hPa) moisture (% RHd) As in sounding 20
Ambient midlevel (850–500 hPa) moisture (% RH) As in sounding 20
Ambient PBL (1,000–850 hPa) temperature (K) As in sounding 2
Ambient midlevel (850–500 hPa) temperature (K) As in sounding 2
Radius of maximum wind (km) 45 30
Initial intensity (kt) 85 20

aFor each category, perturbations are always set to 6100%, 50%, 25%, and 12.5% of the stated perturbation range,
which amounts to eight simulations per category in addition to Control.

bTwo additional perturbations include shear values of 20 and 24 m s21.
cOne additional perturbation includes the combination of 0 m s21 storm speed and ambient SST of 278C.
dRelative humidity.
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measure cumulative atmospheric sensitivity to the parameter pertur-
bations described in Table 3, a model-based version of the response
function introduced by Tong and Xue (2008; their equation (6)) is
derived as follows:

JM
p;r5

1
rM

ctr

1
Nt

XNt

t51

Mt
p;r2Mt

ctr

� �2
" #

: (9)

Here J denotes the response function and measures the normal-
ized squared distance of a given model metric (M) times series
from the corresponding control-run (subscript ‘‘ctr’’) time series.
Time series are calculated for hourly simulation time window
t 5 2–4 days (Nt 5 48). Normalization is carried out using the stan-
dard deviation of the control-run time series, rM

ctr . Response func-
tion calculation is repeated for all of the perturbation parameters
p and their realized values r in Table 3, as well as for all of the
vortex-related scalar metrics M in Table 4 (groups 2–4). Finally, for
each parameter and its realizations, cumulative response func-
tions are calculated by averaging all metric-based response
functions:

Jp;r5
1

NM

XNM

M51

JM
p;r ; (10)

where NM 5 22 is the number of scalar metrics considered in the
calculation.

Figure 10 illustrates how Jp,r varies in the present study. In general, simu-
lated vortex characteristics appear to be sensitive to parameter pertur-
bations in varying degrees. In the small parameter perturbation range
(within 60.5 in terms of normalized parameter perturbation values),
model sensitivity to environmental parameters is mostly comparable.
Meanwhile, perturbations in intensity and RMW lead to quicker
responses, which then flatten out at larger perturbation realizations. Not
surprisingly, the spread among parameters in the amount of model
response increases at higher perturbation values (>|0.5|). In this range,
parameters RMW, Shear, and SSTenv lead to the strongest overall vortex
sensitivity and SSpeed to the smallest. Nevertheless, parameter sensitiv-
ity appears to be generally comparable for most parameters, especially
considering that Figure 10 represents the cumulative response of 22
vortex-related metrics. Overall, selection of parameters and their range
of perturbations appear suitable for a robust correlation analysis.

5.2. Correlation Analysis
Based on the samples as described above, Pearson correlation coeffi-
cients (henceforth referred to as ‘‘correlations’’) are calculated for the
atmospheric vortex metrics and SST/MLD perturbations. These corre-
lations are summarized in Figure 11. In the atmosphere, a natural sep-
aration is apparent between metrics that represent the environment

(group Env) versus the vortex (groups Int, VortH, and VortV), where strong cross correlations exist within-
group rather than across-group. The exception here seems to be height of maximum radial outflow
(H_VRoutmax), which is more strongly correlated with environment metrics than vortex metrics. Within the
vortex-related metrics themselves, further separation can be inferred for intensity (group Int) versus vortex
structure (groups VortH and VortV), although distinctions are not as clear-cut. One obvious variable is maxi-
mum vorticity (Vortmax), which, although listed within the group Int, is most strongly correlated with RMW
and radius of maximum radial inflow (R_VRinmax) in the VortH group. This correlation is presumably due to

Table 4
Scalar Metrics Utilized in Correlation Calculations, as Related to Azimuthally
Averaged Kinematic and Thermodynamic Vortex Characteristics

Metric Description

1. Environment (Env)
Speed (m s21) Storm speed
Shear (m s21) Vertical wind shear
SSTenv (8C) Ambienta (Amb.) SST
Tenv900 (K) Amb. temperature at 900 hPa
Qenv900 (g kg21) Amb. spec. humidity at 900 hPa
RHenv900 (%) Amb. rel. humidity at 900 hPa
Tenv700 (K) Amb. temperature at 700 hPa
Qenv700 (g kg21) Amb. spec. humidity at 700 hPa
RHenv700 (%) Amb. rel. humidity at 700 hPa
2. Intensity (Int)
MSLP (hPa) Min. sea level pressure
Int (m s21) Max. 10 m wind speed (wspd)
VTmax (m s21) Max. tangential wspd (VT)
VRinmax (m s21) Max. radial wspd (VR) – inflowb

InfAng_RMW (8) Inflow anglec at RMW
Vortmax (s21) Max. vorticity
VRoutmax (m s21) Max. VR – outflowb

Divmax (s21) Max. divergence
WCoremax (K) Max. warm-core anom.d

3. Horizontal vortex structure (VortH)
RMW (km) Radius (rad.) of max. wind
R_VRinmax (km) Rad. of max. VR inflow
R_InfAngmin (km) Rad. of min. inflow angle
R_Vortmax (km) Rad. of max. vorticity
R_Divmax (km) Rad. of max. divergence
4. Vertical vortex structure (VortV)
H_VTmax (m) Height (hgt) of max. VT
H_VRinmax (m) Hgt of max. VR inflow
H_PBLVR_RMW (m) PBL hgt at RMW – for inflowe

H_PBLTv_RMW (m) PBL hgt at RMW – for hv
f

H_Vortmax (m) Hgt of max. vorticity
H_Divmax (m) Hgt of max. divergence
H_VRoutmax (m) Hgt of max. VR outflow
H_WCoremax (m) Hgt of max. warm-core anom.

Note. Metrics are grouped in four categories according to the vortex
feature they best represent.

aAll ambient quantities are azimuthally averaged at a distance of 208 from
storm center.

bPositive radial inflow is radial wind toward the storm center; positive
radial outflow is radial wind away from the center.

cSee definition in Zhang and Uhlhorn (2012).
dWarm-core anomaly is calculated at each vertical level as the temperature

perturbation from azimuthal average at a distance of 10 RMW from storm
center.

eFollowing the definition of depth of the inflow layer in Zhang et al.
(2011).

fFollowing the definition of mixed-layer depth in Zhang et al. (2011), using
equivalent potential temperature (hv ).
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the fact that vorticity is related to the radial gradient of the horizontal wind, which is strongly influenced by
the horizontal size of the vortex.

It should be noted here that Figure 11 also summarizes the sample means and standard deviations for all
vortex metrics and SST/MLD perturbations. A quick glance at the vortex metric means suggests that on
average, the idealized simulations produced a hurricane vortex with most characteristics that are consistent
with those observed typically in steady state, strong category-1 hurricanes. Mean intensity is 46 m s21,
which is accompanied by a mean MSLP of 962 hPa and a mean RMW of 68 km. The mean RMW is somewhat
larger than typically observed (40–50 km; e.g., Hsu & Yan, 1998) and reflects the general trend of increasing
vortex size during the simulations. Vertically, the mean PBL depth at RMW is �1.3 km kinematically (based
on radial inflow speed, H_PBL, VR_RMW) and �310 m thermodynamically (based on equivalent potential
temperature, hv , H_PBL, Tv_RMW), both of which are slightly greater than observed as reported by Zhang
et al. (2011). Above the PBL, a mean warm-core anomaly (WCoremax) of magnitude 11 K is encountered at
the height (H_Wcoremax) of 7.4 km, which is consistent with previous numerical studies (e.g., Stern & Nolan,
2012). In the ocean, sample means of both SST and MLD perturbations are maximized in the radial range of
0–1 RMW at values of 0.638C and 24 m. For SST, although maximum cooling appears to occur at a smaller
magnitude and much closer to the storm center than in Halliwell et al. (2015; see discussion in their section
4.c), we note that here, all calculations are performed in an azimuthally averaged sense. Since SST cooling
typically occurs in a narrow region in the right rear quadrant and thus attains an increasingly higher wave
number structure with increasing radial distance (see Lorsolo & Aksoy, 2012, for a discussion on azimuthal
wave number decomposition in a hurricane vortex), its amplitude cannot get projected effectively onto
wave number 0 at the distances of 3–5 RMW where it is maximized.

Meanwhile, in terms of sample variability, expressed here as sample standard deviation normalized by sam-
ple mean, greater spread is observed for vortex structure and intensity than storm environment, with the
exception of vertical shear and storm speed that are varied in a greater range in perturbation simulations
than the other environment perturbations (see Table 4). It is interesting to note that, although intensity and
MSLP show very small spread, presumably because simulated hurricanes are in quasi steady state, strong
variability is nevertheless observed in the vortex structure. This suggests the possibility of a sufficiently
strong relationship between the vortex and ocean structures to construct a regression model with statistical
significance.
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Moving on to atmospheric correlations, a rich cross-dependence among variable groups as well as individ-
ual variables is indicated in Figure 11, suggesting that further reduction of dimensionality would require a
more complex analysis of orthogonality to obtain a robust regression relationship with the smallest possible
number of independent variables. On the ocean side, a noticeable separation exists in the ocean-
atmosphere cross correlations between the radial ranges of 0–2 RMW and 2–5 RMW, especially for SST per-
turbations. In the 0–2 RMW range, stronger correlations are found with the environment variables, and
especially storm speed. Clearly, and perhaps not surprisingly, in the inner core of hurricanes, the strongest
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contributor to SST cooling is storm speed: a negative correlation means that slower storms experience
greater SST cooling in the inner core, which is consistent with previous observational and modeling studies
(e.g., Cione & Uhlhorn, 2003; Halliwell et al., 2015).

Beyond 2 RMW, the impact of storm speed on ocean perturbations decreases as correlations with vortex-
specific metrics become more prominent. This implies that vortex intensity and structure are also important
in determining the axisymmetric component of ocean perturbations in hurricanes, but only in regions out-
side the immediate inner core.

5.3. Reduction in Dimensionality: Principal Component Analysis Versus Factor Analysis
Although Figure 11 reveals a rich correlation structure among environment, vortex, and ocean perturbation
characteristics, reduction in dimensionality is still desired to obtain a robust regression model to estimate
the initial ocean perturbation structure. Two alternative approaches are employed for this purpose: principal
component analysis (PCA) and factor analysis (FA), which are two exploratory techniques used to identify

Figure 12. Summary of principal component analysis (PCA) and factor analysis (FA) results for the first four components. (a) Factor loadings by the atmospheric
metrics. Cumulative variance explained (%) is indicated to the right of respective components. (b) Correlations between PCA components and ocean perturbations
((left) correlations with SST and (right) correlations with MLD). (c) As in Figure 12b but for FA components. Factor loadings in Figure 12a are normalized (separately
for each component) by the maximum absolute loading value in each component.
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coherent subsets in complex data sets (see e.g., Tabachnick & Fidell, 2001, for the technical details of these
techniques). Variables are aggregated into components/factors according to their correlations, such that
variables grouped within a component/factor are correlated with one another but mostly independent of
other subsets of variables. These techniques are expected to be useful in the context of the present study
to reduce the large number of atmospheric variables investigated into a smaller group that represents the
common physical properties of the underlying variables. It should be noted that the most important differ-
ence between PCA and FA is that PCA analyzes variance, whereas FA analyzes covariance. As Tabachnick
and Fidell (2001) describe: ‘‘The goal of PCA is to extract maximum variance from a data set with a few
orthogonal components. The goal of FA is to reproduce the correlation matrix with a few orthogonal fac-
tors.’’ A loading in this context refers to the normalized contribution by a variable to a specific component/
factor.

Another important aspect of FA is in its utilization of rotational techniques, which generate mathematically
equivalent solutions but are expected to expand the interpretability and scientific value of a solution

Figure 13. Summary of regression analysis results for SST and MLD perturbations. Each bar shows the variance explained (%) by one regression model (values also
indicated above bars for ease of reference). (top row) Results using PCA components as independent variables. (bottom row) Results using FA components as
independent variables. Green bars include storm speed as an additional independent variable while red bars indicate results using only respective PCA/FA compo-
nents. Regression analyses are carried out in radial ranges between 0 and 5 RMW. For each ocean variable, results using 10 components are summarized on left
panels while 4 components are shown in right figures.

Table 5
Summary of the SST-Perturbation Regression Model Statistics

Contributing metrics Estimate (8C) Std. err. (8C) t stat. p value

Intercept 1.302 0.0119 109.5 0
SSpeed 20.149 0.0026 257.6 0
Comp. 1 RMW, R_VRinmax, H_VTmax, Vortmax 0.071 0.0023 30.5 2.5E-165
Comp. 2 VRinmax, InfAng_RMW, Divmax, VTmax 0.052 0.0023 22.0 1.8E-95
Comp. 3 Qamb700, RHamb700, Qamb900, Tamb700 20.024 0.0024 210.0 7.6E-23
Comp. 4 SSTamb, Int, MSLP, H_VRoutmax 0.050 0.0023 21.4 6.3E-91

Note. First four contributing metrics with highest absolute loading for each component are also shown.
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(Tabachnick & Fidell, 2001). Various orthogonal rotational techniques typically used in practice, such as vari-
max, quartimax, and equamax, are explored in the present study but were observed to produce qualita-
tively similar distributions of factor loading (not shown). Therefore, results are shown only using the
varimax technique, which is the most commonly used rotation available.

Figure 12 explores factor loadings by the atmospheric metrics for the first four PCA and FA components, as
well as the cross-correlation structures of these components with SST and MLD perturbations. Four is cho-
sen for the number of components for the purpose of easier visualization and because it matches the num-
ber of variable groups. From Figure 12a, in both PCA and FA, the first four components explain �60–65% of
total variance (increasing to �85% with 10 components, not shown), with lower ranked components
explaining more variance than higher-ranked ones by design. Loadings in Figure 12a indicate each varia-

ble’s normalized representation in a particular component of PCA or
FA. Both techniques give more prominence to intensity and vortex
structure than environment as the larger loadings of the first two
components mostly coincide with these groups. However, in general,
FA components seem to be more strongly correlated with distinct var-
iable groups (i.e., more distinct partitioning of loadings into unique
variable groups in FA). This suggests that FA provides a dimension
reduction that is more physically intuitive in nature, because variable
groups represent various unique aspects of our physical understand-
ing of hurricane vortex dynamics.

Focusing further on the FA components in Figure 12a, from the load-
ings of the first component it appears that vortex structure (both hori-
zontal and vertical) is the strongest contributor to the overall
atmospheric correlation matrix. An exception is vorticity (its maximum
magnitude as well as height and radius of its maximum magnitude),
which is originally categorized as an intensity variable but appears
more strongly associated with structure. In other words, statistically
speaking, vorticity is more strongly influenced by the size of a vortex
than the strength of its circulation, a finding that is consistent with
the preceding correlation analysis. The second and third FA compo-
nents are distinctly correlated with intensity and environment, respec-
tively. The fourth component is also interesting, in the sense that it
links variables from three variable groups: ocean-surface and atmo-
spheric temperature (group Env), intensity, MSLP, and maximum
radial outflow (group Int), and height of maximum radial outflow
(group VortV).

Table 6
Summary of the MLD-Perturbation Regression Model Statistics

Contributing metrics Estimate (m) Std. err. (m) t stat. p value

Intercept 37.788 0.4333 87.2 0
SSpeed 23.070 0.0941 232.6 5.4E-184
Comp. 1 R_VRinmax, RMW, H_VTmax, H_Vrinmax 1.345 0.0847 15.9 3.2E-53
Comp. 2 InfAng_RMW, Divmax, VRinmax, VTmax 0.234 0.0831 2.8 4.9E-3
Comp. 3 Int, MSLP, SSTamb, H_VRoutmax 0.302 0.0879 3.4 6.1E-4
Comp. 4 RHamb900, Qamb900, Shear, Qamb700 21.977 0.0855 223.1 7.7E-104
Comp. 5 Tamb900, Tamb700, Qamb900, Qamb700 0.529 0.0844 6.3 4.6E-10
Comp. 6 H_Wcoremax, WCoremax, VRoutmax, H_PBLTv_RMW 20.050 0.0784 20.6 5.2E-1
Comp. 7 H_Divmax, R_Divmax, R_Vortmax, H_PBLTv_RMW 20.227 0.0848 22.7 7.5E-3
Comp. 8 R_InfAngmin, R_Vortmax, H_VRinmax, Vortmax 20.107 0.0814 21.3 1.9E-1
Comp. 9 SSTamb, H_PBLVT_RMW, MSLP, H_Wcoremax 21.193 0.0780 215.2 9.1E-50
Comp. 10 RHamb700, Qamb700, RHamb900, Tamb900 0.615 0.0837 7.3 3.2E-15

Note. First four contributing metrics with highest absolute loading for each component are also shown.
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Finally, in Figures 12b and 12c, correlations between the PCA and FA components and SST and MLD pertur-
bations are summarized. In both techniques, correlations are generally strongest for the first component
and for radii outside 2 RMW. This outcome is consistent with the previous finding of strong relationship
between intensity and vortex structure groups and ocean perturbations in the same radial range of 2–5
RMW (Figure 11). Ocean perturbations are, however, only weakly correlated with the PCA and FA compo-
nents in the inner core, where they were previously found to be strongly correlated with storm speed (Fig-
ure 11). This suggests that it may be necessary to consider storm speed as a separate independent variable
in the regression analysis, in addition to the PCA or FA components.

5.4. Regression Model for Ocean Perturbations
The final step in the estimation of the initial radial structure of ocean perturbations is to construct a linear
regression model based on the findings of the preceding correlation and PCA/FA analyses. For this purpose,
mean SST and MLD perturbations within increments of 1 RMW between 0–5 RMW are estimated indepen-
dently, using either PCA or FA components. Since an additional 20% atmospheric variance is explained with
10 components versus four, to ensure robustness, separate regression analyses are carried out with four
and 10 components as independent variables. A further set of regression analyses is also performed with

storm speed as an additional independent variable. All results are
summarized in Figure 13.

For SST perturbations, using 10 components as independent variables
from either the FA or PCA analysis adds only marginally to the vari-
ance explained (R2) of the regression models obtained at various
radial ranges, compared to using four components. Meanwhile, using
storm speed as an additional independent variable generally contrib-
utes positively to R2, especially within 0–3 RMW, except when using
10 PCA components because storm speed provides a strong loading
on the ninth PCA component already (not shown). Overall, R2 values
of �70% or slightly above are achieved within 0–4 RMW with the
addition of storm speed as an independent variable.

For MLD perturbations, regression models are less robust overall,
reaching only �60% R2 at the most. There is also greater benefit from
using 10 components versus four in both PCA and FA, further indicat-
ing that it is more difficult to estimate MLD structure from atmo-
spheric variables than SST. This outcome is in line with preceding
findings from correlation analysis and PCA/FA. Impact of storm speed
on R2 is similar to that in SST, with significant contributions within 0–3
RMW except in the case of 10 PCA components as before.

The coefficients of one regression model each for SST and MLD per-
turbations are given here that are believed to result in the most robust
estimations with most physical consistency and least possible com-
plexity. For SST, the four-component FA regression model with storm
speed as an additional independent variable is able to provide a suffi-
ciently robust variance explained (see Table 5 for summary). For MLD,
the generally weaker correlation signals necessitate inclusion of up to
10 components in the FA model (with storm speed) to achieve the
highest possible variance explained (see Table 6 for summary).
Because MLD coefficient estimates for FA components 6 and 8 are not
statistically significant (i.e., p values do not meet the 95% confidence
criterion), these two components are omitted in the final regression
model with an almost identical overall R2 score (not shown).

Using the regression models described above for SST and MLD pertur-
bations, an azimuthally averaged initial ocean perturbation structure
is obtained that corresponds to desired initial atmospheric character-
istics and storm speed. These perturbation profiles are then added to
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the climatological profile (Figure 3) to obtain full temperature perturbation profiles. Corresponding salinity
profiles are generated by compressing the 50–300 m climatological profile to a shorter depth due to
increased MLD, maintaining the climatological magnitudes (not shown). Figure 14 provides two such tem-
perature profiles for the initial atmospheric characteristics of the control simulation and storm speeds of 5
and 2 m s21, calculated at varying radial ranges. For the storm speed of 5 m s21, which is used in the control
simulation, a peak azimuthally averaged SST cooling of �0.58C is obtained within 1 RMW of the storm cen-
ter, along with an MLD perturbation of �20 m. At the range of 4–5 RMW, the perturbation drops to �0.28C.
The strong inner-core dependence on storm speed is clearly demonstrated in this regression model at the
slower speed of 2 m s21 with almost doubled SST cooling of �0.98C and MLD perturbation of �30 m within
1 RMW from storm center. However, such dependence is almost nonexistent at 4–5 RMW as perturbations
remain mostly unchanged from 5 m s21.

6. Summary and Discussion

A new vortex-scale initialization scheme is presented for idealized coupled hurricane simulations. The atmo-
spheric scheme involves construction of azimuthally averaged kinematic and thermodynamic initial fields
based on historical composite data sets from hurricane reconnaissance aircraft. The main data sources for
these composites are the dropsonde database of Zhang and Uhlhorn (2012) and a large database of air-
borne Doppler-radar-derived three-dimensional wind fields in hurricanes (e.g., Rogers et al., 2013b). For
ocean initialization, observations of the upper ocean within hurricanes are much less common than their
atmospheric counterparts. Therefore, a statistical scheme is proposed that takes advantage of the many per-
turbation simulations carried out with the present idealized hurricane model to construct a regression
model for the azimuthally averaged ocean (SST and MLD) perturbation fields in the vortex.

While the main goal of the present study is not to investigate in detail the vortex structure of the idealized
coupled simulations, a brief overview of intensity and intensification rate in the control simulation and per-
turbation simulations nevertheless indicates that almost all of the simulations remain approximately steady
with a narrow frequency distribution for intensity between 39 and 52 m s21 that has a mode of 46–47
m s21. This mode corresponds to category-2 intensity that is slightly greater than the category-1 target of
the simulations, but within only 4–5 m s21 (�10%) of it. Overall, it is concluded that the simulations are suc-
cessful in producing steady state hurricanes of near-category-1 intensity.

The statistical ocean initialization scheme requires a large number of samples of atmospheric and ocean
fields so that robust regression relationships can be obtained. To achieve this, perturbation simulations are
carried out centered on the control simulation, only changing a single parameter of storm environment or
initial vortex at a time. For each such parameter, eight simulations are carried out with the exception of two
additional simulations for vertical wind shear and one additional simulation with simultaneous storm speed
and SST perturbations. With the control, a total of 76 perturbation simulations are thus obtained. A brief
investigation of parameter sensitivity suggests that the selection of parameters and their range of perturba-
tions appear suitable for a robust correlation analysis. Simultaneous perturbations of multiple parameters
are not considered in the present study, as this would require further tuning and calibration of perturbation
magnitudes and would thus add to the complexity of the investigation. This remains to be the focus of a
future study.

Regression models are constructed to estimate initial SST and MLD perturbations within the vortex using
various atmospheric metrics as independent variables. In an azimuthally averaged sense, these models cap-
ture about 70% of total variance for SST and up to 55% of total variance for MLD in the hurricane inner
core. Furthermore, within the inner core of a hurricane vortex, it is found that storm speed contributes most
to upper ocean perturbations (up to 50% variance explained for SST cooling and up to 30% variance
explained for MLD perturbation), whereas characteristics of the atmospheric vortex contribute very little.
The importance of storm speed in controlling upper ocean perturbations is strongest near the storm center
(0–1 RMW), diminishing gradually toward no measurable impact beyond 3 RMW.

The above result compares favorably with the study by Cione et al. (2005), where an algorithm was devel-
oped to predict the inner-core SST cooling for the Atlantic basin. That algorithm was based on an observa-
tional multivariate regression analysis that demonstrated that storm speed, latitude, and initial SST were the
strongest contributors to inner-core SST cooling. The findings of the present study are in agreement in the
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0–2 RMW range for storm speed. However, ambient SST does not appear to be a strong contributor here,
and no conclusions can be drawn for latitude because of the present study’s f-plane assumption. Since lati-
tude and ambient SST are naturally related, one could speculate that the lack of relationship between ambi-
ent SST and ocean perturbations in Figure 11 is partially due to the omitted dependence of ambient SST on
latitude in the present idealized model configuration. Future iterations of the idealized framework should
therefore consider consistently accounting for Coriolis and ambient SST gradients so that a more compre-
hensive interaction between storm environment and ocean perturbations can be obtained.

The present study’s results also have potential consequences for inner-core ocean data assimilation and
modeling in general. If a significant portion of the SST cooling and mixed-layer deepening signals is indeed
related to storm speed as discussed above, how complex three-dimensional ocean model coupling impacts
predictions of intensity change becomes a valid question. One caveat here of course is that the present
study only investigates estimation/prediction of upper ocean perturbations in an azimuthally averaged
sense and maximum SST cooling thus obtained ranges between 0.5 and 0.98C for storm speeds of 2–5
m s21, as opposed to the maximum cooling values of typically greater magnitudes (1–48C) found in the hur-
ricane wake (Halliwell et al., 2015). This discrepancy is demonstrated in an aggregate sense in Figure 15,
where maximum SST cooling anywhere within 100 km of the storm center from all perturbation simulations
(Figure 15a) is compared against the azimuthally averaged SST cooling in the same region (Figure 15b).
Although the two quantities are strongly correlated (R 5 0.87), the ratio of maximum-to-mean SST cooling is
large, with a narrow frequency distribution and a sharp mode at around 3 (Figure 15c). This indicates that
significant and consistent differences exist between larger and smaller wave number components of SST
cooling that are also contributed by the lack of a three-dimensional ocean model to simulate the upper
ocean thermal structure more realistically. Clearly, further research that employs more complex ocean mod-
els is needed to understand the relative contributions of various wave number components of SST cooling
to hurricane intensity change.

A planned application of the new atmospheric and ocean initialization schemes is to obtain a realistic ideal-
ized hurricane simulation to study model sensitivity to various environment-related and storm-related
parameters. It is believed that having established such a control simulation will make it possible to draw
conclusions on how actual observed hurricanes should respond to the changes in the factors involved. This
remains to be the subject of a future publication.
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